
Large Bandit GamesAntoine SalomonIntrodu
tionIn many situations, e
onomi
 agents fa
e a dilemma between exploiting a known pro�table investment andexperimenting others with unknown values. Bandit models provide a good way to study this problem. Ea
hplayer fa
es a one-arm bandit ma
hine (or equivalently a two-arm bandit with a risky and a safe arm) whi
hhe sequentially de
ides to operate or not. When the risky arm is pulled, the player gets a payo� from whi
hhe 
an learn about the pro�tability of its ma
hine. Usually, a ma
hine is one of two types: High and Low.When the type is High, the expe
ted value of the risky a
tion is positive, and negative when the type is Low.Moreover, the player is able to wat
h others' de
isions and/or payo�s, whi
h is another way to get informationwhen the types of the risky arms are 
orrelated.E�
ien
y of equilibria is the main problem: will a signi�
ant proportion of players be able to learn the typeof their ma
hines? Moreover, equilibria may be ine�
ient be
ause of a delay: even if players eventually knowthe best a
tion, it 
ould have taken them too mu
h time to guess, as nobody was willing to bear the burden ofexperimentation or to be the �rst to reveal his private information. This question is linked to herding e�e
ts,whi
h is not restri
ted to bandit games: if agents are led to know (or to think they probably know) the truestate of the market, they will eventually all play the same a
tion.In the present paper we will fo
us on large games. Our model is 
lose to the one studied by D. Rosenberg,E. Solan and N. Vieille [2℄: time is dis
rete, types of the ma
hines are perfe
tly 
orrelated, the de
ision tomove to the safe a
tion is irreversible and ea
h player observes one's payo�s and others' players a
tions. It wasshowed in [2℄ that when the number of players is getting large, equilibria look like as if there were in fa
t a
ontinuum of players (see [1℄ for instan
e). Thus a fra
tion of agents gets bad news at the �rst stage and isled to move to the safe a
tion. This reveals the type of the ma
hines to the others as this fra
tion depends onit. Nevertheless, their model assumes that the information brought by a payo� 
an be arbitrarily bad news.In parti
ular, it 
ompels some players to leave even if they know that they are then revealing the state. If werelieve this assumption, players 
ould be tempted to delay their exit or to leave far more s
ar
ely. That is thesubje
t of our paper.1 Model and Cuto� Strategies1.1 ModelEa
h of N players sequentially operates a one-arm bandit. They have to de
ide when to stop, this de
isionbeing irreversible and yielding a payo� normalized to zero. At any stage n ≥ 1, ea
h player i �rst de
ides todrop out or to stay in, then re
eives a payo� X i
n, and �nally observes who stayed in. Note that payo�s areprivate information, but de
isions are publi
ly observed.The ma
hines have a 
ommon payo� distribution, whi
h 
an be one of two possible types: High or Low. Thistype, denoted Θ, is unknown but the players have a 
ommon prior p0 whi
h is the probability of the state beingHigh.We assume that, 
onditional on Θ, the payo�s (X i

n)n≥1,i∈{1,...,N} are i.i.d.
θ (resp. θ) stands for the expe
ted stage payo� of ma
hine of type High (resp. Low) and is wlog identi�edwith this type. To avoid trivial 
ases, we assume that θ < 0 < θ. Players dis
ount payo�s at a 
ommon rate
δ ∈ (0, 1).Lastly, we denote by Pθ the 
onditional probability given Θ = θ (θ ∈ {θ, θ}).
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1.2 Cuto� StrategiesLet us de�ne a simple 
lass of strategy.To make a de
ision, a player may take into a

ount her past payo�s, whi
h partially dis
lose the state. To thisaim, she 
an 
ompute her Private Belief, denoted pi
n:

pi
n = P(Θ = θ|X i

n, ..., X i
1).Assuming she has an idea of how the others players are playing, she also has to take other players' de
isionsinto a

ount. Let us set the r.v. ~αn, a ve
tor that gives the status of all players at the end of stage n as follows:

j-th 
oordinate αj
n = N if player j still a
tive, αj

n = m if j left at stage m (m ≤ n). Moreover, a signi�
antparameter of the N player game is the number of departures before the end of stage n, and we will denote it
k

(N)
n , i.e. k

(N)
n = #{j 6= i, αj

n 6= N}.Now, player i 
an play as follows: at ea
h stage, she 
omputes pi
n and de
ides to stay only if it is above a given
ut-o� whi
h depends on n and on the status of the other players ~αn.We de�ne 
uto� strategies as a sequen
e (πi

n(~tn)) with values in [0, 1] indexed by the stages n ≥ 1 and by ~tn,the possible ve
tors of status at stage n. Player i plays the strategy if he stops at stage inf{n ≥ 1 : pi
n−1 <

πi
n−1(~αn−1)}.
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nFigure 1: Progress of the game.Theorem. [2℄ Assume that pi
1 has a density w.r.t. Lebesgue Measure.Every best reply is a 
uto� strategy. There exists symmetri
 equilibria in 
uto� strategies.Lastly, we need to introdu
e the worst possible belief at stage n, de�ned as:

πn = inf{π ∈ [0, 1] : Fn,θ(π) > 0}where Fn,θ is the 
.d.f. of pi
n under Pθ. As pi

1 has a density, pi
n has the same support under Pθ and Pθ, sothat πn do not depend on θ.2 Asymptoti
ally Deterministi
 EquilibriumDe�nition 1. A sequen
e of equilibria indexed by the number of players N for whi
h ea
h game is set isAsymptoti
ally Deterministi
 with delay n ≥ 2 if
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1.The idea is that players all stay a
tive until stage n, then some of them leave and the number k
(N)
n of departuresreveals the state to the remaining players. So the latter all leave in the Low state and all stay forever in theHigh state.The following theorem gives the 
onditions for existen
e of an ADE with delay n.To understand this theorem, we �rst need to introdu
e the 
uto� p∗, de�ned by the following equation:

p∗θ

1 − δ
+ (1 − p∗)θ = 0.2



This is the 
uto� that makes a player indi�erent between staying and leaving when she is sure to learn thestate at the following stage. Indeed, we have:
p∗θ + (1 − p∗)θ + δ

(

p∗
θ

1 − δ
+ (1 − p∗)0

)

= 0.

p∗θ+(1−p∗)θ is the expe
tation of the following payo�, and p∗ θ
1−δ

+(1−p∗)0 is the expe
tation of the whole pay-o� thereafter if the player has learned the state, as she will stay forever in the High state and drop out otherwise.Then let us des
ribe the 
onditions provided in the theorem.Firstly, a fra
tion of players does leave at stage n and this reveals the state to the others. Consequently, themost pessimisti
 belief is below p∗. If not, any leaving player would have better stay a
tive one more stageas it would learn him the state and thus get him a positive average payo�. Conversely, this guarantees that anon negligible fra
tion of players, whose belief is below p∗, is 
ompelled to leave at stage n. So we have a �rst
ondition.Se
ondly, nobody leaves before stage n. The se
ond 
ondition below ensures that, at any stage m < n, eventhe most pessimisti
 player is willing to stay in.Theorem 2.1. There exists an ADE with delay n ≥ 2 i�:
• πn−1 < p∗

• ∀m ∈ {0, 1, ..., n− 2}, (1 + δ + ... + δn−m−2)
(

πmθ + (1 − πm)θ
)

+ δn−m−1

(

πm
θ

1−δ
Pθ(p

i
n−1 ≥ p∗|pi

m = πm) + (1 − πm)θPθ(p
i
n−1 ≥ p∗|pi

m = πm)

)

> 0.Corollary 2.2. • For any n ≥ 2, there exists a one-arm bandit game for whi
h there exists an ADE withdelay n.
• There exists one-arm bandit games for whi
h there is no ADE.3 Other asymptoti
 equilibria and Poisson aggregate behaviourTheorem 3.1. Let (ΦN )N≥1 be a sequen
e of symmetri
 equilibria indexed by the number of players N , whi
his not Asymptoti
ally Deterministi
. Even if it means extra
ting a subsequen
e, we 
an assume that there existsa stage n whi
h is asymptoti
ally the �rst stage of possible exits, i.e.:

P(k
(N)
n−1 = 0) −−−−−→

N→+∞
1 and lim inf

N→+∞
P(k(N)

n ≥ 1) > 0.Then for any value of θ ∈ {θ, θ}, the average number of exits at stage n is bounded and bounded away fromzero. Let λθ,N = Eθ[k
(N)
n ], then:

0 < lim inf
N→+∞

λθ,N ≤ lim sup
N→+∞

λθ,N < +∞.Moreover, the number of exits is asymptoti
ally a Poisson distribution:
Pθ(k

(N)
n = k) ∼

N→+∞
e−λθ,N

λk
θ,N

k!
.So if players delay their departures until stage n, we see that the alternative to a revealing wave of exits by afra
tion of players is a bounded number of exits of the form of a Poisson distribution.Referen
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