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Abstract

We introduce the model of Stochastic Revision Games where a finite set of players control
a state variable and receive payoffs as a function of the state at a terminal deadline. There
is a Poisson clock which dictates when players are called to choose to revise their actions.
This paper studies the existence of Markov perfect equilibria in those games. We give an
existence proof assuming some form of correlation. We deduce the existence of subgame

perfect equilibria (without correlation).
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1 Introduction

We define stochastic revision games to model situations where players’ payoffs depend on the
value of a state variable at a future deadline. Before the deadline, players prepare actions in order
to affect the state. Precisely, players enter the game at an initial time and in a given state. They
choose actions and then wait for these actions to affect the state and for payoffs to be distributed.
Between the initial time and the deadline, players observe the evolution of the state and may have
the opportunity to reconsider and revise their choices. As the deadline gets closer and closer, the
probability to get another revision opportunity vanishes and the last choices become more and
more binding and relevant for the final state.

Stochastic revision games can be used to model a number of actual situations. An example is
the pre-opening phase in stock markets, such as Nasdaq or Euronext for example. Half an hour
before the opening of the market, traders can submit orders which can be withdrawn and changed
until the opening time. Only the orders recorded in the system at the opening time are binding
and payoff relevant. Another example are armies deploying their forces on a battleground. The
redeployment time is uncertain and the outcome of the battle depends on the location of each
party’s forces at the moment of impact. Sports also provide many applications for stochastic
revision games. The composition of teams in team games such as football or rugby needs to be
made before the match, the choice of the tires and car setting before the race starts. Another
sport example is the count-down preceding the start of a sailing race. In this phase each boat
maneuvers as to be in the best position and at the highest speed on the starting line when the
starting gun is fired. Available trajectories depend on the current direction of wind at the boats’
positions.

Stochastic revision games generalize the revision games that have been introduced by Kamada



and Kandori, 2013 and further studied in Calcagno et al., 2014. In these papers players receive
revision opportunity at the beat of a Poisson clock. At a revision opportunity a player selects an
action within a fixed set of actions. Player payoffs depends on the action profile last selected before
the deadline. Like in revision games, in stochastic revision games players are allowed to choose
actions only at the tick of a random (Poisson) clock, and they only care about the terminal payoff.
Like in a stochastic game, there is a state space and the evolution of the state is governed by
the actions of the players. A state may include the last prepared action but also some exogenous
random factor and may affect the set of players’ available actions. The action prepared at revisions
affect the evolution of the state. In the sailing count-down example a state is the positioning of
each boat and the direction of wind. A boat currently in location A and wishing to reach location
B must choose one of many trajectories. The set of available trajectories depends on the current
boats locations and the current direction of wind. The choice of a trajectory by a boat might limit
the ability of a competitor to maneuver.

The objective of the current paper is to study the existence of Markov perfect equilibria in
such games. We assume complete information and full monitoring: states, actions and revision
times are publicly observed, payoff functions are fully known. Under these assumptions, we prove
the existence of Markov perfect correlated equilibria. Namely, there is a correlated equilibrium in
strategies that depend only on the current state and the time remaining before the deadline. For
this, we assume that players have access to a correlation device that delivers messages at each
revision time. We consider both private correlation & la Aumann and public correlation, i.e., a
public randomization device.

There is a number of papers which use the revision game framework to study economic models
such as bargaining (Ambrus and Lu, 2015) or auctions (Ambrus, Burns and Ishii, 2014; Moroni,

2014). In those papers, as in Kamada and Kandori (2013) and Calcagno et al. (2014), the



existence of equilibrium is derived from the specific structures of the models and equilibria are
actually characterized. However, those works do not prove an existence result for revision games.

Recently, Moroni (2015) has proved the existence of trembling hand perfect equilibria (and thus
of Nash equilibria also) for revision games with imperfect information. There are two important
differences with the current paper, one is about the class of games and the second is about
the solution concept. About the model, Moroni considers imperfect information: players do
not necessarily observe their opponent’s moves or revision opportunities. They might also be
uncertain about the revision rates of the opponents. By contrast, we assume complete information
and perfect observation of states, actions and revision times, but extend the model to stochastic
games. We also allow revision rates to depend on the state so that players can influence the speed
of arrivals. About the solution concept, we study Markov perfect equilibria, that is we impose
strategies to depend only on the current state and on the remaining time before the deadline,
whereas Moroni considers strategies that depend on the full history. While both papers imply the
existence of Nash equilibria for the original revision games of Kamada and Kandori (2013) and
Calcagno et al. (2014), they provide different additional findings.

Our proof strategy is inspired by the literature on existence of stationary equilibria for dis-
counted stochastic games. We take the same view point as Fink (1964) and Takahashi (1964) and
consider the bi-variate correspondence from strategies and continuations payoffs which associates:
to a strategy profile its continuations payoffs, and to continuation payoffs, the set of strategy
profiles that are Nash equilibria for those payoffs. A stationary equilibrium is a fixed point of this
correspondence, so the exercise is to check that the Kakutani-Fan-Glicksberg Theorem applies.
A key property that we show is that the transition probabilities and payoffs are governed by dif-
ferential equations. This implies that the set of continuation payoff functions is compact for the

strong topology, which is crucial in our proof.



Our results are closely related to the paper of Levy (2013) who considers stochastic games in
continuous time with flow and terminal payoffs. Levy also derives differential equations satisfied
by transitions and payoffs. His existence proof is based on differential inclusions rather than on
fixed points. A key difference with our work is that in Levy’s game (following Neyman, 2012),
players change actions continuously, only the states jump in discrete time. Also, in our model,
transition between states depend on the action played at the revision time, whereas in Neyman
and Levy, transition rates depend on the average action (viewed as a mixed action) played over a
time interval, so a sudden change of action does not have high impact on the transitions.

The results on stationary equilibria for infinite discounted stochastic games (Mertens and
Parthasarathy 1987, 1991, Nowak and Raghavan 1992, Duffie et al. 1994) are also closely related.
In particular (as in Levy’s paper), it is a common feature of those works to prove existence of some
form of correlated equilibria. This is because strategy sets are compact for the weak-x topology
and the weak-* limit of a sequence functions with values in a set S, ranges in the convex hull
of S. Thus, some form of convexity of the equilibrium concept is to be expected. Note that a
revision game can be interpreted as a stochastic game on a continuous state space, interpreting
the revision times as part of the state. In all those papers, the transition probability is assumed
to be norm-continuous with respect to the state and actions. This assumption is not satisfied for
revision games. The distribution at time ¢ of the next revision time is the convex combination
of a Dirac (with some probability there is no further revision) and of an absolutely continuous
measure on the remaining time interval. For t # t/| the associated Dirac measures are far away
for the norm on probabilities. Yet, they are close-by in the weak-* sense.

Stochastic revision games are related to asynchronous repeated games as in Lagunoff and
Matsui (1997). The variant that is closest to our model is when players revision dates follow a

Poisson process. These models differ from ours in two important perspective. First, the infinite



horizon implies that the distribution of the next revision opportunity does not depend on calendar
time whereas in stochastic revision games the probability of having another revision opportunity
shrinks as the deadline approaches. Second, players receive continuous flow payoffs rather than
terminal payoffs. Existence of Markov equilibria in these repeated games is not an issue (see for
instance Haller and Laugunoff, 2000)). For these game Markov equilibria strategies only depend
on the current state and translate into a stationary Markov transition matrix across state (see for
instance Ambrus and Ishii (2015) for a study of Markov equilibria in coordination repeated games
when players move follow asynchronous Poissons processes).

The paper is organized as follows. The model is introduced in Section 2. Section 3 provides a
detailed example. The main result and the related mathematical tools for studying Markov perfect
equilibria are presented in section 4. In section 5, we show how to construct a subgame perfect
equilibrium from a public correlated Markov perfect equilibrium. Some proofs are relegated to

the appendix.

2 Model

We consider a stochastic game with finite set of states and actions, played in continuous time
over a compact time interval where players maximize their terminal payoff. Actions choices and
jumps between states occur only at the beat of a random Poisson clock. We first define the game

formally.

2.1 The game

The data of such a game are as follows. To avoid trivialities, all sets considered below are

assumed to be non-empty.



There is a finite set of players N and a finite set of states K.

For each state k& and each player i, there is a set of actions A;(k) available to player ¢ in

state k.
e There is a reward function r : K — R, r; denoting the reward of player i.

e There is a transition probability ¢ : K x A — A(K).

For each state k, there is a positive number .

The time interval is [0, 7).

The game is played at the beats of a clock over the interval [0,7]. The game I'(0, k) starts at
time 0 in an initial state ko, and if at time ¢ < T" and the state is k, the game ['(¢, k) is played.
For each t € [0,T"), the game I'(¢, k) unfolds as follows. First, a random time 7 is drawn from
the exponential distribution £(A\g). Let ¢ :=t + 7. If ¢ > T, the game is over, the final state is
kr = k and the payoff is (k7). If ¢ < T, then ¢’ is said to be a revision time and each player i
selects an available action in A;(k), these choices being simultaneous. Let a be the resulting ac-
tion profile. Second, a new state k' is selected with probability ¢(k'|k,a). Then the game I'(¢', k')
is played. All players observe the current and past revision times, the actions selected and the

current state.

This model is a generalization of the revision games as defined in Kandori and Kamada (2013)
and in Calcagno et al. (2014). In both of these papers, a normal form game is considered. At the
beat of the clock, players have opportunities to revise their actions. At the deadline, actions freeze

and payoffs are distributed. Kandori and Kamada (2013) consider synchronous games where all



players revise their actions at each revision time. Calcagno et al. (2014) consider asynchronous
games where each player is equipped with a Poisson clock independent of the clocks of other
players, so that almost surely, only one player revises her action at a time.

Let’s represent a revision game as a special stochastic revision game. Take finite sets of actions
A; and a payoff function u : A — RY. Let A/ be the set of non empty subsets of N and let denote
with 7 an element of /. Define K = A x N, that is, let a state k = (a,n) specify a current
action profile a € A for all players and a set of players n C N who are given an opportunity to
revise their actions. If at the tick of the clock the current state is k = (a,n), then all players in
n can choose an action, that is A;(k) = A;, for i € i, and is the singleton a; for i ¢ 7. If player
i € 1 chooses b;, then the next state is k' = ((b;)icy, (@i)igy,n')) With probability x(n’). Revision
opportunities follow a poisson clock with intensity A. The reward function is r(a,n) = u(a), that
is, players actual payoff only depends on the last action profile prepared before time T

If we let (V) = 1, we get a synchronous revision game. If we assume p(n) > 0 if and only if
7 is a singleton, we get an asynchronous revision game where the revision intensity of player ¢ is
A({i)).

Note that we make the seemingly restrictive assumption that rewards depend only on states
and not directly on actions. This is innocuous since it is possible to augment the state space to

K’ = K x A in order to encompass models where payoffs depend directly on actions.

2.2 Strategies and equilibria

Although the game is in continuous time, it admits a natural tree structure. A history is a list

of past revision times, states and action profiles ending with the current time. This writes,

h - (k07t17k17a17 cee 7tn7 kTwan?t)'



If ¢t > T, the history is terminal, the final state kr is equal to k, and the payoff is r(k7). Otherwise,
players play the subgame I'(¢, k).

A (behavior) strategy for player i is then a mapping from non-terminal histories to mixed
actions. It is assumed to be measurable with respect to the natural o-algebra over histories.
Namely, we endow [0, 7] with the Borel sets and the set of histories with the product o-algebra.
A profile ¢ of strategies induces a probability distribution P, over histories in the usual way. A

Nash equilibrium is a strategy profile such that for each player ¢ and each strategy o},

A subgame perfect equilibrium is strategy profile which is a Nash equilibrium in every subgame

T(t, k).

We are interested in the existence of a Markov Perfect equilibrium, namely a subgame perfect
equilibrium that depends only on the current “state” of the system and the remaining time. At
a revision time ¢, the minimal amount of information that players need to play this game is the
current state £ and the amount of time 7" — ¢ remaining before the deadline. So we define a
Markov strategy for player i as a measurable mapping o; : [0,7] x K — A(A;(k)). This prescribes
a distribution over actions, for each possible current revision time ¢ < T and current state k.
A Markov Perfect equilibrium (MPE) is then a profile of Markov strategies which is a subgame
perfect equilibrium. Let us provide an alternative definition of MPE.

Let o be a Markov strategy profile. Consider the expected terminal payoff given that the state



is k at time t (denote E®! the conditional expectation):
U? (t, k) = Extry(kr).

This is the continuation payoff at time ¢ in state k, i.e., in subgame I'(k,t). The mapping U? :
t— U(t) = (U7 (t, k))ie N ke is the continuation payoff mapping associated to o.

Now, consider a revision time ¢ and let k£ be the current state. Players have to simultaneously
select their actions in A(k). Then the players play the one-shot continuation game with payoff

function,

uf(tka) =Y q(llk,a)U7 (t,0).

Lemma 2.1 A profile of Markov strategies o is a MPFE if and only if for every state k and almost

every t € [0,T], o(t, k) is a Nash equilibrium of u’(t,k,-).

This property is similar to the one-shot deviation principle valid for subgame perfect equilibria of
discounted dynamic games.
Proof. If o is a MPE, then for each t and &, no player ¢ should have an incentive to deviate, given
that no other player is going to deviate in the future. That is, (¢, k) must be a Nash equilibrium
of u?(t, k,-).

Conversely, take a profile of Markov strategies o which is not subgame perfect. We will show
that there exists a set of times with positive Lebesgue measure at which there is a state and a
player who has a profitable one-shot deviation.

There exists € > 0, a time s < T', a state k, a player ¢ and a strategy 7; such that,
EEs ri(kr) > Etri(kr) +e.

10



For each integer n, let 7" be the strategy that coincides with 7; at the first n revision times
and with o; at subsequent revisions. The probability of having more than n revisions is at most
P(X > n) where X is a Poisson random variable with intensity \* = T maxj A;. Thus, this

probability vanishes as n goes to infinity. It follows that for n large enough,

Ti,0—q

[BE, rihr) — BE,_ri(kr)] < e/2,

and therefore,

EY?  ri(kr) > EEri(kr) +e/2.

So we deduce the existence of a profitable deviation (by £/2) which deviates from o only at the
first n revisions. Now assume that,
k k
ETi;il,U,iri(kT) < ET;7071,7”Z‘(]{?T),
so that deviating at the first n revisions improves upon deviating only at the first n — 1 revisions.
In particular, this implies that the probability of getting at least n revisions is positive. Consider
the set of (I,t) € K x [s,T] such that ¢ is the n-th revision time in I'(s, k) and k; = [. From
the previous inequality, the probability of this set is positive under (7/*~!, o_;). This implies that
there exists a set of times t with positive Lebesgue measure, such that on this set there is a state

[ and a player ¢ who has a profitable one-shot deviation.

If the converse inequality holds,

Ef_f—l Uﬁ_ri(kT) Z El:f,a,iTi(kT) > ]Ef,’sri(kT) + 6/2,

i )

11



we deduce the existence of a profitable deviation which deviates from ¢ only at the first n — 1

revisions. We conclude by induction. O

We now define notions of Markov perfect correlated equilibria. A Markov correlated strategy

is a measurable mapping o : [0, 7] x K — A(]], Ai(k)).

Definition 2.2 A Markov correlated strategy o is a Markov perfect correlated equilibrium (MPCE)
if for every state k and almost every t € [0,T], o(t, k) is a correlated equilibrium of u’(t,k,-).
A Markov correlated strategy o is a Markov perfect public correlated equilibrium (MPPCE) if

for every state k and almost every t € [0,T)|, o(t, k) is a convex combination of Nash equilibria of

u’(t, k,-).

Based on Lemma 2.1, we define a MPE as a strategy profile such that the current mixed actions
is an equilibrium for the continuation payoffs, at almost every time. We extend this principle to
correlated equilibria: at almost every time, the correlated distributions of actions is a correlated
equilibrium for the continuation payoffs. This ensures that, at almost all revision times, all
players have incentives to play the actions recommended by the correlation device. Now, a public
correlated equilibrium is such that all players receive a public signal before choosing actions. For
one-shot games, this boils down to taking convex combinations of Nash equilibria. Alternatively,
this can be represented by a public randomisation device which announces draws from the uniform

distribution over [0, 1] at each beat of the clock.

3 Example: sailing race countdown

To illustrate our model, we consider the following zero-sum stochastic game. Two sailing boats,

1 and 2 are approaching the race start line during the start countdown. At the beginning of the

12
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Start line Start line Start line

Boat 2 is the Boat 1 is the fastest Boat 1is the
fastest but cannot because on the fastest but cannot
tack to the right. windy side. Both tack to the left
boats can tack but
not simultaneously.

Figure 1: Sailing race

countdown boat 1 is approaching from the right side and boat 2 from the left side. Each boat gains
by being the fastest on the start line. During this phase wind can change direction and favor either
side. Players have to choose the side of the start line, left or right, and might have opportunities
to change side during the countdown. A boat ability to tack to the other side depends on the
current side of the opponent as illustrated in Figure 1. More formally:

Available actions: There are two independent Poisson clocks with intensity A; and A for
players 1 and 2 respectively. Each boat can tack only at the tick of its own clock: moves are
asynchronous. As long as they are on different sides, each player can choose to keep the current
side or to tack to the other side. However, when both boats are on the left side, only boat 1 can
tack and switch to the right side whereas boat 2 cannot. Symmetrically, as long as both boats are
on the right side, then it is player 2 who can switch side whereas player 1 cannot.

At the tick of each of the Poisson clocks and just before the player makes a decision, the windy

side may change randomly. We assume that wind blows to the right side with probability ¢. Let

13



wy € {l,r} denote the windy side at time t.

Payoffs: Payoffs depend on the boat positions and on the windy side at the end of the count-
down. If both boats are on the left side, player 1 is the slowest and his payoffs is —1, whereas if
both boats are on the right side, player 1 is the fastest and his payoff is 1. If player 1 is on the
right side and player 2 on the left side, then the fastest boat is the one positioned on the most
windy of the two sides and the speed difference will be larger. Namely, if there is more wind on
the left side player 1 payoft’s is —2, and it is 2 if the most windy side is the right one.

The following figure represents player 1’s terminal payoffs and players’ available actions.

L R L R
L| -1 -1
R| -2 1 R| 2 1
wy = 1 Wy =r

When matching player 2 on the left side, player 1 is slower than player 2 but he keeps the
possibility to tack to the right side. When matched by player 2 on the right side, player 1 is the
fastest but he cannot tack to the left side until player 2 has done so. Player 2 faces the symmetric
tradeoff between speed and ability to choose the windy side.

The following lemma shows that the unique equilibrium of this stochastic revision game consists
of two phases. Toward the very end of the countdown, each boat will seek the most windy side to
maximize speed. However, to be able to do so they need to remain manoeuvrable, implying that
at the beginning of the countdown players will seek room to manoeuver at the expenses of speed

and regardless of the wind conditions.
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Lemma 3.1 Assume that \y = Ay = 1 and ¢ = 1/2, there is a unique SPE equilibrium. The
equilibrium is Markovian, in pure strategies and can be described as follows.

1. If the first revision opportunity arrives when the remaining time is more than t* := 21n(4),
then the player who can tack will do it irrespectively of w; and lock the other player until t*.

2. 1If a player has a revision opportunity when the remaining time is less than t*, then each

player who can tack will choose the side that is currently the most windy.

The formal proof is in the Appendix. The idea is to write a backward differential equation
satisfied by the continuation payoffs at equilibrium and to solve it. As is seen in the next section,

the differential equation induced by a strategy profile is an important tool.

4 Existence of MPE

We are ready to state our main existence result.
Theorem 4.1 The game I'(T, ko) admits a Markov perfect (public) correlated equilibrium.

An interesting class are the games with perfect information where in each state k, there is a single
active player i such that A;(k) is not a singleton. That is, in a game with perfect information,
only one player at a time can choose an action. Asynchronous revision games have this property.
In this case, the continuation game u° (¢, k, -) has a single active player and therefore, the (public)
correlated equilibria coincide with the Nash equilibria in mixed strategies. Thus, this theorem
implies that stochastic revision games with perfect information admit MPE in mixed strategies.
The proof strategy is simple. On one hand, we map a strategy profile ¢ to the continuation
payoff mapping U?. On the other hand, to each continuation payoff mapping V', we associate

the set of strategy profiles that play a public correlated equilibrium for the continuation payoff
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given by V' at almost every time. The purpose is to show that this correspondence admits a fixed
point, using the Fan-Glicksberg theorem. So we simply need to check that the assumptions of this

theorem are satisfied. This is the objective of the remainder of this section.

4.1 Transitions and payoffs

We fix a Markov correlated strategy o which is a measurable mapping o : [0,1] x K —

A(TT; Ai(k)). We can view it as a measurable function o : [0,1] = A(K x A)X by setting
o(D)[K, alk] = o(t)[alk]q(K'|k, a).

This is the probability that if at time ¢ the state is & and the players’ strategy is o, then the
played action is a and the next state is &’. Let then o(t)[K'|k] = >, o(t)[K', a|k] be the probability
of moving from k to k.

We denote Pgi(s,t) = Py(k; = jlks = k), so that P?(s,t) = (Pg(s,t))x; is the transition

matrix from time s to time t. Denote M, (t) = Ao (t)[j|k] — Ai1ir=jy-

Lemma 4.2 The function (s,t) — P7(s,t) satisfies the following differential equation for every

t € (0,T] and for almost every s € [0,t):

d P(s,t) = —=M?(s)P(s,t), s —a.e., P(t,t) =1

vt € (0,17, 2

where I denotes the identity matriz.

Note that this is a backward equation. A similar forward equation can be obtained.

Proof. The proof method can be seen in Levy (2013), following Miller (1967). Fix s < ¢t and

16



h > 0 and write,

P, (ki = jlks—n = k) = Zz P, (ki = jlks = )Py (ks = l|ks—p, = k)

For | # k,
h
P, (ks = l|ks_p = k) = / Ak exp(—Ag2)o(s — h + z)[l|k]d=z
0
For [ =k,
h
P, (ks = ko p = k) = / e exp(=Mez)o(s — b+ 2)[k[Kdz + exp(=Aeh)

0
So,

P,;’j(s — h,t) — P,;’j(s,t) _

h
I 1 — exp(—
Zl P (s, t)ﬁ/ Ak exp(—Apz)o(s — h+ 2)[l|k]dz — PZ(s,t) eXI;f Auh)
0

From Lebesgue’s differentiation theorem, for almost every s,

—iP,;’.(s /) = lim Pk”j(s — h,t) — P,;’j(s,t
ds "7

lim ) ) _ > Pils. i (s)[Ik] = Pg(s, )M

as desired. ]

We deduce from Lemma 4.2 that the mapping o — P is continuous for the weak-x topology
on the set of strategies. Recall that a sequence of strategies o, weakly converges to o if for

any (a,k) € A x K and any Lebesgue integrable function g, fOT on(t)[alk]g(t)dt converges to

Jy a(@®lalklg(t)dt.

17



Lemma 4.3 If 0,, weakly converges to o, then for each 0 < s < t < 1, P7"(s,t) converges to

P7(s,1).

Proof. To simplify notations, denote P* = P’ and M"™ = M. Clearly, M"™ weakly converges to

M := M°?. From Lemma 4.2, for each s < t,
t
P.(s,t) =1 —i—/ M, (z)P,(z,t)dz.

Fix t. The sequence of functions g,(z) = M,(z)P,(z,t) is uniformly bounded and thus admits
a weakly converging subsequence and a weak limit g. Along this subsequence, P,(s,t) = I +
f gn(2)dz converges to I + f g(z)dz := Q(s) for each s. We want to obtain Q(s) = P?(s,t). To

this end, we argue that g(z) = M(z)@(z) for almost all z € [s, ], which holds if and only if

/:(b(”g(z)dz - / GM()Q()

for all integrable ¢(-). For any such ¢, fst &(2)gn(z)dz converges to fst (2)g(z)dz. Now,

/¢ ztdz—/ é(z Q(z)dz+/St¢(z)Mn(z)(Pn(z,t)—P"(z,t))dz

By weak convergence of M,,, the first term converges to fst d(2)M (2)Q(z)dz. For the second term,

<c / ()] |Palz, 1) — Q(2)|d

2)(Pu(z,t) — Q(2))dz

where we have used that ||M,|| is bounded by C' = max; \g. Since P,(z,t) converges to Q(z) for
each z, the RHS converges to 0 from the dominated convergence theorem.

We conclude that g(z) = M (2)Q(z) for almost all z € [s, t], and thus I—i—fst M(2)Q(z)dz = Q(s)

18



for each s. By uniqueness of the solution of the ODE, Q(s) = P?(s,t) for each s.

So far, we have shown that if o, weakly converges to o, then P’ converges pointwise to P?
along a subsequence. If P’ does not converges pointwise to P?, then we can find s < ¢t and a
subsequence 1(n) such that P¥((s,t) converges to R(s,t) # P?(s,t). Since oy, weakly con-
verges to o, from the previous reasoning, we get that P¥(™ converges pointwise to P’ along a

sub-subsequence, a contradiction. O]

A first consequence we derive is that continuation payoffs are continuous for the weak-* topol-

ogy.

Corollary 4.4 If o, weakly converges to o, then for each player i, each state k, and each time t

in [0,T), the continuation payoff U (t, k) converges to U7 (t, k) .
Proof. The expected terminal payoff can be written as,
U7 (1. k) = BEtrike) = 37 () PG (1.7)

thus, convergence follows directly from Lemma 4.3 O

Another important consequence is that the continuation payoff U? (¢, k) is a Lipschitz contin-

uous function of time. Precisely, since P7(¢,T) = I + ftT M?(2)P?(z,T)dz, we can write,

U (t, k) = Zl Py (t, T)r(l) = r(k) + /t (M?(2)P?(2,T),r)dz

where (M?(2)P?(s, z),r) is ashorthand for > , >~ M7 (2)Py,

7. (s, 2)r(l). Denote ||r|| = max;  [r;(k)]|
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the greatest payoff in the game and let C' = maxy Ay x ||r||. We have,
V(S,t), m%X|Uf(t7k>_Uf(87k)‘ §C|t_8‘ (1>

We conclude this section by making precise the topologies we consider for strategies and con-

tinuation payoffs.

Proposition 4.5 Let Y be the set of correlated Markov strategies and let V' be the set of functions
v [0,T) = [=||r]], [Ir[|]]V*5 such that ¥(s,t), max; |vi(t, k) — vi(s, k)| < Clt — s].

Then, X is convex and compact for the weak-x topology, V is convexr and compact both for
the weak-x topology and for the strong topology of uniform convergence. The continuation payoff

mapping o — U% maps X into V.

Proof. ¥ and V are convex sets of uniformly bounded measurable functions defined on [0, 77,
thus from Alaoglu’s Theorem, they are compact for the weak-x topology. Further, the functions
in V are all Lipschitz continuous with the same constant. This set is thus equicontinuous and

from Ascoli’s Theorem it is compact for the topology of uniform convergence. From Equation 1,

Ue eV. 0

4.2 The fixed point

We first prove the existence of a MPCE without the public qualification. Recall that ¥ is the
set of Markov correlated strategies and V is the set of continuation payoff functions. We define a
correspondence @ : ¥ x V — ¥ x V such that a fixed point is an equilibrium and its associated
continuation payoff. The first component is the mapping ¢ — U? associating a strategy with its

continuation payoff function. The second component is a correspondence v — B(v) mapping a
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continuation payoff function to the strategies that are correlated equilibria for the one-shot game
induced by v at almost every time.
Precisely, a strategy o belong to B(v) if for each state k, each player i, each pair of actions

a;, b; and almost every t,

Zaﬁ,l o(t)[a;, a—i|klq(la;, a—;, k)vi (t) > Z o(t)[ai, a_ilk]q(Ubi, a_i, k)i (t). (2)

a—q,l

The LHS is the expected payoff of player ¢ when he should play a; and he does so, the RHS is the
expected payoff of player i when he should play a; and plays b; instead. In other words, o(t)[-|k]
is a correlated equilibrium of the game played at the revision time ¢ in state k, and payoffs are

determined by the transition and the function v.

Proposition 4.6 The correspondence ® : ¥ x V — X x V defined by ®(o,v) = B(v) x {U(0)}

admits a fixed point.

Proof. We apply the Fan-Glicksberg fixed point theorem. 3 x V is convex and compact for the
weak-* topology. For each t, the set of o(t) that satisfy Equation (2) for all k, 7, a;, b; is non-empty
and convex, being the set of correlated equilibria of a finite game. The set B(v) is thus convex,

and ® is convex valued.
Claim 4.7 ®(v) is weak-x compact.

Proof. ®(v) is clearly closed for the strong topology of uniform convergence. Since it is convex,

it is also closed for the weak convergence. O

® is thus convex and compact valued. Now, we prove that ® has a weakly closed graph. Since

o +— U7 is continuous, it is enough to show the following:
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Lemma 4.8 B has a closed graph.

Proof. Take a sequence (o™,v") such that for each n, ™ € B(v") assume that (o™, v") weakly
converges to (o,v).

Fix k,7,a;,b;. For each n, we have

Z ,lUn(t)[@ia@7i|k]qa|@iaa7ia k)i (t) > Z lUn@)[@z',CLz'W]Q(”bi,afia k)vi(t), t — ae.

iy

This is equivalent to:
/Za‘ l 0" (t)[a, a_i|klq(las, a_s, k)i, (t) f(t)dt >

[, o Olawaatboa s o o

for all bounded measurable f > 0. To get the desired conclusion, we would like to take limits on

both sides. To justify that it is legitimate, we have the following claim.

Claim 4.9 Let f,,, g, be two sequences of uniformly bounded functions defined on [0,T]. Assume
that f, weakly converges to f and g, weakly converges to g. Assume also that there exists C' > 0
such that g, is C-Lipschitz for each n. Then the product f,g, weakly converges to fg along a

subsequence.

Proof. From Ascoli’s Theorem, g,, uniformly converges to g along a subsequence. Take ¢ Lebesgue

integrable and write,
/ O(t) fu(t)g(t)dt = / 6(t) fu(D)g (D)t + / Ot) 1) (9a(t) — g(t))dt
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By weak convergence of f,, the first term of the RHS converges to [ ¢(t) f(¢)g(t)dt. The absolute
value of the second term is bounded from above by a constant times [ |p(¢)].|g,(t) — g(¢)|dt which

converges to 0 from the dominated convergence theorem. 0

Thanks to this claim, we can take a subsequence and obtain at the limit,

/ Zw o(t)]ai, a_i|klg(lai, a_;, k)vi, () f(t)dt > / Zaﬂ_’la(t)[ai,a_i]k]q(”bi,a_i,k)vu(t) F(t)dt

This holds for all k.4, a;,b;, so 0 € B(v) as desired.

Finally, the correspondence ® has a fixed point which is a MPCE. 0

4.3 Public correlation

In this section, we explain how to adapt the previous proof to public correlation. This follows
the argument of Nowak and Raghavan (1992). Implicitly, in the definition of MPCE, at each
tick of the clock, there is a correlation mechanism that draws correlatively a recommended action
profile and informs each player ¢ of the action he should play. With public correlation, at each
tick of the clock, a random number (say uniform in ©Q = [0, 1]) is drawn and publicly announced,
and players choose actions conditional on this number. A Markov public correlated strategy is

then a measurable mapping ¢ from time and €2 into mixed actions. Letting,

oOfali) = [ T] ot )l

we see that this induces a particular Markov correlated strategy. The evolution of transition

probabilities and payoffs is the same as before.
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The only adjustment needed from the previous proof is the definition of the best-reply corre-
spondence B(v). Given a continuation payoff function v, let BP(v) be the set of Markov correlated
strategies such that for almost every ¢ and every state k, o(t)[-|k] is a convex combination of Nash
equilibria of the one-shot game with payoff function w;(t,k,a) = >, q(l|a, k)v;,(t). Similarly as
for B(v), BP(v) is convex and compact (for the weak- topology). The only point to check is that
its graph is closed. Consider thus a sequence o™ € BP(v") with 0" — ¢ and v — v. As before,
up to extracting a sub-sequence, we can assume that v™ converges to v uniformly. Then, there is a
sub-sequence of convex combinations of the o,,’s which converges to o almost everywhere. Thus,
for every t in a set of full measure, we have a ¢"(t) converging to o(t), which is in the convex
hull of the Nash equilibria of the game u"(t, k,a). We get the desired conclusion by sending n to

infinity, by upper-semi-continuity of Nash equilibria.

5 Existence of SPE

We can deduce from Theorem 4.1 the existence of (uncorrelated) subgame perfect equilibria.

Theorem 5.1 A stochastic revision game I'(T, ko) admits a subgame perfect equilibrium. In the

case of perfect information, there exists a SPE in pure strategies.

The main argument is as follows. From Theorem 4.1, there exists a Markov perfect public cor-
related equilibrium. This entails an external public randomization device which sends a public
signal at each tick of the clock. The idea is that the players can use the exact value of the next
revision time to replicate the public correlation device. The formal proof uses the same arguments
as Mertens and Parthasarathy (1991).

Proof. Fix o a Markov perfect public correlated equilibrium. Suppose that there is a tick of the

clock at some time ¢, that players choose actions according to ¢ and that the selected state is k.
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The remaining time interval is [t, T]. Let T = t + 7 be the next revision time with 7 exponentially
distributed with parameter ;. Let us write the probability distribution of the action profile at

the next revision time, computed at time ¢ in state k, conditional on the event {7 < T'}. This is,

— A2

P, (as = alt, k) / / H oi(z,w a,|k; dzdw

where w is the draw of the public randomization device and Wdz is the probability of

having a revision between z and z + dz, conditional on {T" < T'}. We have also for each w,

k2

P,(as = alt, k,w) = /Halzw a1|k _/\th)dz

If we let Dy (az|t, k) = (Po(aj = alt, k))acaw) be the distribution of the action profile at the next

revision time and Dy (az|t, k,w) = (P,(af = alt, k,w))acaw), we have,

1
DJ(aT]t,kz):/O Dy(aglt, k,w)dw. (3)

Remark that for each w, o(-,w) is an uncorrelated strategy profile, so from Equation 3, the
distribution D, (a|t, k) induced by a public correlated strategy profile is a convex combination
of the distributions induced by uncorrelated strategy profiles. Now, the distribution %dz
on [t,T] is purely non-atomic, so from Lyapunov’s convexity theorem, the set of distributions
Dg(az|t, k) generated by all uncorrelated profiles s is convex. Thus, there exists an uncorrelated
strategy profile s such that Dg(as|t, k) = Dy(ap|t, k). Since the distributions of the next actions
are the same under o and s, the best-replies at time ¢ are also the same, thus changing ¢ into s

remains an equilibrium.

25



Observe that s is not Markov, as the strategy at time z € [t, T] depends not only on z but also
on t, through the distribution of 7. So we obtain a SPE but not necessarily a MPE.
Finally, in the case of perfect information, the same argument allows to construct a pure SPE

from a mixed MPE. O

6 Appendix: Proof of Lemma 3.1

Proof. There are four payoff relevant states, i.e., K = {RL;, LL, RR, RL,}, the two states where
the two boats are on the same side and only one can tack, i.e., {LL, RR} and the two states where
boat 1 is on the right and boat 2 is on the left, both can tack, and the windy side is either the left or
right side, i.e., {RL;, RL,}. The payoff function for player 1 is {r(RL;),r(LL),r(RR),r(RL,)} =
{—2,—1,1,2}. Because the game is zero-sum and symmetric it is sufficient to focus on the equi-
librium strategies of player 1. Moreover because player 1 cannot move in states RR it is sufficient
to consider his strategy in the other states.

Take any SPE equilibrium and let o be the equilibrium strategy, not necessarily Markov. Let
U?(k,h;) denote player 1’s expected equilibrium continuation payoff, where ¢ is the remaining
time, h; is the past history and k is the current state. In any equilibrium, if player 1 has a revision

opportunity at time ¢ and can tack (i.e. player 2 is on the left side), then his strategy must satisfy:
o1(h;) € arg  max  U%(x, hy) (4)

@€{LL,RLy,}

We first characterize the unique equilibrium strategy when the remaining time is small enough.
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2

Note that because the state does not change with probability e~**, we have that

r(k)e™M —2(1 — e ) < U (k, hy) < r(k)e M +2(1 — e72M)

Because r(RL;) < r(LL) < r(RR) < r(RL,) it follows from the above inequality that for ¢ > 0

close enough to 0, for any strategy o and history hy,
U°(RL;, hy) <U°(LL,hy) < U’(RR,hy) <U’(RL,, hy).

This implies that close enough to the end, in any equilibrium, a player who can tack will choose
the side that is currently the most windy. This shows that towards the end, the equilibrium is
unique, Markov, pure and as described in point 2. of the Lemma. Given this Markov strategy,

the continuation payoffs evolve according to the following backward ODE:

WIRLLD — N\ (1 — q) (U (LL,t) — U7(RLy, 1)) + Aoq (U°(RR, t) — U°(RLy, 1))

WZGED = \(1 = q) (U7(RLy t) = U7 (LL, 1))

QTR — N\yq (U (RLy,t) — U (RR, 1))

| 2 = M (1= q) (U7(LL,t) = U7(RLy, 1)) + Aoq (U (RR, t) = U (RLy 1))

These expression can be interpreted as follows. The instantaneous variation of U?(k,t) can be

written as the instantaneous probability of a change of state, multiplied by the increment in payoffs
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due to the change of state. Take for example the first differential equation which provides the
evolution of player 1’s equilibrium payoff in state RL; as the deadline increases. Suppose that
the current state is RL; and that player 1 has a revision opportunity, an event that arrives with
intensity A;. If the windy side remains the left side, which occurs with probability 1 — ¢, then
player 1 will tack and the new state will be LL. With intensity A, it is player 2 who has a
revision opportunity, and he will tack only if the windy side swings to the right, which occurs with
probability ¢. In this case the new state is RR.

For Ay = Ay = 1 and ¢ = 1/2, the solution of this differential equation together with the

terminal conditions U?(k,0) = r(k) is,

U (RL;,t) = —2e
U°(LL,t) = e (1 —2e7?)
U°(RR,t) = —e /2(1—2e7'/?)

U°(RL,,t) = 2¢".

Note that as long as ¢t < ¢* one has U?(RL;,t) < U?(LL,t) < U°(RL,,t) and U’ (RL;,t) <
U’ (RR,t) < U°(RL,,t), with equality for t = ¢t*. This implies that when the remaining time is
strictly less than ¢*, the unique equilibrium of the stochastic game is the one described in point 2.

Now observe that the same strategy cannot be an equilibrium when the remaining time slightly
more than t*. If it was, then for ¢ > t* one would have U7 (RL;,t) > U°(RR,t) and U’ (RL,,t) <

U?(LL,t). This contradicts the fact that players prefer to tack to the windy side whenever they
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can tack. Let consider now the strategy described in point 1. This is clearly optimal at t* because

1
U?(RR,t*) = U(RL.t*) < U(LL,#") = U"(RLy,t") = ~U°(RR.t") = —. (6)

If the same strategy is used when the remaining time is greater than t*, then the evolution of the

continuation payoffs is described by the following ODE system:

QIR — )\ (U7 (LL,t) — U”(RLi,1)) + Ao (U”(RR, t) — U”(RLy, 1))

U (LLt)
o =0

OU®(RR,t) 0
ot -

| 2R — )\ (U7(LL,t) — U”(RLy, 1) + A (U7(RR,t) — U°(RLy. 1))

For A\; = A2 = 1 and ¢ = 1/2, the solution of this differential equation system, together with the

condition at t* given by expression (6), is as follows:

U(RL,t" +1t) = —ée_%
U(LLE +) = o
U’ (RR,t* +t) = —%
U (RL,,t*+1t) = Lo
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For any ¢ > 0 one has U°(RR,t* +t) < U°(RL;,t* +t) < U’ (RL,,t* +t) < U°(LL,t* +t). This
implies that when the remaining time is more than ¢*, player 1 (resp. player 2) strictly prefers
tacking to the right (resp. to the left) no matter what is the windy side. To see that this is the
unique equilibrium, it is sufficient to argue that starting from the payoff at t*, any strategy which

satisfies the equilibrium condition (4) has also to satisfy the ODE, whose solution is unique. [
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